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a b s t r a c t 

Boundary slip phenomenon has been widely studied for microscale gas flow in recent years. However, 

researches on this topic for liquid flow are still rare. Boundary slip of liquid flow is caused by roughness 

and micro bubbles, while that of gas flow is caused by rarefied effect. Despite this difference, researchers 

found that some slip boundary conditions for gas flow can also be applied to liquid flow, except the 

different way of treating accommodation coefficients. Currently, a measurable physical parameter, slip 

length, is widely used for liquid flow, which can be obtained through experiential methods. If the rela- 

tionship between the slip length and the accommodation coefficients can be found theoretically, these 

slip boundary conditions for liquid flow will be powerful tools to research slip related flow character- 

istics, for example, drag reduction with superhydrophobic surface. Based on the Navier slip model, this 

paper deducts the relationship between the accommodation coefficients and the slip length with the half- 

way and the modified slip boundary conditions, under the framework of the lattice Boltzmann method 

(LBM). The effectiveness of the proposed slip boundary conditions are verified with the Couette flow, the 

Poesueille flow, the water Cu nanofluid flow, and the 2-D Womersley flow. Results indicate that these 

boundary conditions are suitable for both linear and non-linear liquid flow. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Boundary slip phenomenon has attracted increasing attention

for liquid [1–5] and gas flow [6–8] with the development of nan-

otechnology. The physical mechanism of boundary slip is totally

different between liquid and gas flows. For micro gas flow, the

Knudsen number (Kn) is small, and the continuum assumption

may break down [9] . For liquid flow, the continuum assumption

may be still reliable for most cases with very small Knudsen

number [9] . The slip phenomenon of gas flow is caused by rarefied

effect, while the slip phenomenon of liquid flow is apparent

slip caused by the roughness and micro bubbles. Therefore, the

Knudsen number is commonly used to characterize slip effect for

gas flow, and slip length for liquid flow [10–12] . Slip length can

be measured by equipments. The real slip length for liquid flow is

no more than a micron, and apparent slip length of liquid flow on

superhydrophobic surface can be above a hundred microns [13–

15] . As important complements to experiment, numerical methods

are powerful tools to study slip phenomenon. The establishment

of reasonable slip boundary conditions are significant to this aim. 
∗ Corresponding author. 

E-mail address: houguoxiang@163.com (G. Hou). 
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Among the various numerical methods, the lattice Boltzmann

ethod (LBM) has emerged as a promising tool to simulate micro

ow for its mesoscale property, great parallel capability, and

imple algorithm formulation. These years, researches on slip

oundary conditions based on LBM become active [16] . For flow

ith slip boundary, the LBM slip schemes were formulated as

 previously existing rules, such as bounce back (BB), specular

eflection (SR), and diffusive Maxwell’s reflection model (DM). Nie

t al. [17] firstly obtained a slip velocity on the solid wall with

he conventional bounce back boundary condition of LBM when

hey were studying microchannel flows. But this slip velocity was

onfirmed to be a numerical artifact later [18] , which attracts

any attentions to solve the problem [19,20] . Meanwhile, Lim

t al. [21] took the specular reflection boundary condition for slip

all. Their numerical results did not agree well with some existing

nalytical results, and the numerical results was sensitive to mesh

ize. Ansumali et al. [22] derived the diffusive Maxwells reflection

oundary condition for the model of a diffusively reflecting mov-

ng solid wall. A balance parameter was added to ensure the rule

f conservation of mass. To overcome the shortage of above rules,

ombination methods were proposed, which were the combined

B-SR method (BSR) [23–25] , DM-SR method (DM) [24,26,27] , and

M-BB method (DBB) [18,28] . With the ability to simulate flows

ith wide range of slip length, the BSR method is widely used.

https://doi.org/10.1016/j.compfluid.2017.11.009
http://www.ScienceDirect.com
http://www.elsevier.com/locate/compfluid
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compfluid.2017.11.009&domain=pdf
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owever, slip boundary of liquid flow for LBM is still confusing.

ow to calculate the accommodation coefficient, r , was the main

hallenge of this method [29,30] . Researches on boundary slip

f liquid flow become more and more active with the advantage

f drag reduction. Navier linear slip model was confirmed to be

vailable for liquid flow by numerical experiments [15,31,32] . It is

onvenient to study liquid flow with slip boundary as the accom-

odation coefficient is related to the slip length accurately. Ahmed

33] applied the BSR method to three-dimensional flow and es-

ablished an empirical formula of slip length. They tried to find

 numerical fitting curve between the accommodation coefficient

 and the slip length b . They also discovered that the slip length

s independent of shear rate and density, and proportional to the

elaxation time. Reis [34] tried to take the first-order Navier–

axwell slip boundary conditions to simulate slip phenomenon.

vec and Skoçek [35] did further research about the relationship

etween r and b by a parametric study containing 20 0 0 individual

imulations. They claimed that their method is more accurate than

hmed’s method. In fact, two methods are both accurate. The

ifference in this paper is only the error of interpolation method

n calculating slip length. Then, researchers have also tried to

ink the interaction force at the boundary with the slip boundary

ondition. For example, Hyväluoma [36] established relationship

etween the slip length with the interaction force. Wang [37] in-

roduced the adhesion formula for this. But these methods are all

mpirical. From the above discussion, there are no reliable slip

oundary condition for liquid flows in the framework of LBM. 

The main challenge to propose slip boundary condition for liq-

id flow is to create the relationship between slip length and the

ccommodation coefficient. Inspired by Succi [23] and Guo [25] , in

his paper, we introduce the half-way and the modified slip bound-

ry conditions from gas flow under the context of LBM. The Navier

lip model is adopted to derive the relationship between the ac-

ommodation coefficient and the slip length. The rest of the paper

s organized as follows: Section 2 describes the numerical method

f LBM, and provides the derivation process of the accommodation

oefficients. Section 3 is the numerical results and discussion with

 − D Couette flow, Poiseuille flow, Water–Cu nanofluid flow, and

omersley flow. Section 4 makes the conclusion. 

. Mathematical and numerical formulation 

.1. Lattice Boltzmann method 

The lattice Boltzmann method is a mesoscopic method without

he assumption of continuous medium. This method is especially

uitable for microscopic flow. Taking advantages of its natural

arallelism and ability to handle flexible boundary condition,

his study tries to use LBM to simulate laminar liquid flow. The

volution equation can be expressed as [38] 

f i ( � x + 

�
 e i δt, t + δt) − f i ( � x , t) = − 1 

τ

[
f i ( � x , t) − f (eq ) 

i 
( � x , t) 

]
(1) 

here f i ( � x , t) is the particle distribution function at the point �x

nd the time t , representing the number of particles moving with

attice velocity � e i , f 
(eq ) 
i 

is the equilibrium particle distribution

unction (DF), δt is the time step, and τ is the dimensionless

elaxation time, which can be expressed as 

= 

ν

c 2 s δt 

+ 

1 

2 

(2) 

 s = 

c √ 

3 

; c = 

δx 

δt 

here ν is kinematic viscosity, c s is the sound speed, c is the lat-

ice speed, and δx is the space step. Present study uses the lattice
nits with δt = 1 and δx = 1 . In the standard D2Q9 model, the

quilibrium distribution function (EDF) can be expressed as [38] : 

f eq 
i 

(ρ, � u ) = ω i ρ

[
1 + 

�
 e i ·� u 

c 2 s 

+ 

( � e i ·� u ) 2 

2 c 4 s 

− �
 u 

2 

2 c 2 s 

]
(3) 

here � u is the macroscopic velocity of fluid, and ρ is the macro-

copic density. The lattice velocity � e i and the weight coefficient ω i 

re given by 

�
  i = 

⎧ ⎨ 

⎩ 

(0 , 0) i = 0 (
cos 

[
(i −1) π

2 

]
, sin 

[
(i −1) π

2 

])
c i = 1 , 2 , 3 , 4 √ 

2 

(
cos 

[
(2 i −1) π

4 

]
, sin 

[
(2 i −1) π

4 

])
c i = 5 , 6 , 7 , 8 

 i = 

{
1 , i = 0 ; 1 

9 
, i = 1 , 2 , 3 , 4 ; 1 

36 
, i = 5 , 6 , 7 , 8 . 

The macroscopic density and velocity are computed by 

= 

∑ 

i 

f i , ρ�
 u = 

∑ 

i 

�
 e i f i (4) 

he evolution of the governing equations is divided into two steps.

fter the collision step, the particle distribution function turns to

e f 
′ 
i 
( � x , t) . Then, particles stream to next grid, where the particle

istribution function turns to be f i ( � x + 

�
 e i δt, t + δt) . The program

oes into the next loop. 

.2. Boundary condition of LBM for liquid flows with slip 

At the beginning, we will introduce two slip boundary condi-

ions, the combined half-way bounce-back condition and half-way

pecular bounce-back condition method (the half-way method),

nd the combined modified bounce back condition and modified

pecular reflection condition method (the modified method) , from

as flow. Fig. 1 shows the boundary grids for the half-way, and the

odified methods with the D2Q9 model. In this figure, j is the j th

rid, a is the force to drive flow, x is the direction along the flow,

nd y is the vertical direction. As shown in Fig. 1 , for the half-way

ethod, the particle distribution functions f 0 , f 1 , f 3 , f 4 , f 7 , f 8 can

e obtained by stream step, but f 2 , f 5 , and f 6 are unknown. In the

ombined half-way bounce-back condition and half-way specular

ounce-back condition method (half-way method), the unknown

article distribution functions are given by [23] 

f 2 = f 4 
′ 

f 5 = r f 7 
′ + (1 − r) f 8 

′ + 2 rρω i c 5 · u ω / 2 c s 
2 

f 6 = r f 8 
′ + (1 − r) f 7 

′ + 2 rρω i c 6 · u ω / 2 c s 
2 (5) 

here u ω is the velocity of the wall, and r is the accommodation

oefficient of the half-way method. Similarly, the unknown distri-

utions f 2 , f 5 , and f 6 , of the modified method shown in Fig. 1 , are

reated by [23] 

f 2 = f 4 

f 5 = r 1 f 7 + (1 − r 1 ) f 8 + 2 rρω i c 5 · u ω / 2 c s 
2 

f 6 = r 1 f 8 + (1 − r 1 ) f 7 + 2 rρω i c 6 · u ω / 2 c s 
2 (6) 

here r 1 is the accommodation coefficient of the modified method.

he main challenge to solve above equations is to calculate the

ccommodation coefficient. For liquid flow, we need to find the

elationship between the slip length and the accommodation

oefficient. We will do this next. 

Then, we derive the relationship between the accommodation

oefficient r and the slip length for the half-way method. The

attice on the boundary is shown in Fig. 1 . According to the

efinition of velocity and the stream law of particle distribution

unction, we can get the function as below [25] . 

 2 = 

1 − 2 τ + 2 r(τ − 2) 

1 − 2 τ + 2 r(τ − 1) 
u 1 + 

6(2 τ − 1) + r(8 τ 2 − 20 τ + 11) 

(2 τ − 1)[1 − 2 τ + 2 r(τ − 1)] 
a (7) 
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Fig. 1. The boundary grid for (i) half-way method and (ii) modified method with 

D2Q9 model. 

Fig. 2. The sketch of the Navier linear slip model with linear and nonlinear velocity 

distribution. 

 

 

 

 

 

 

 

Fig. 3. The relationship between the accommodation coefficient r and the slip 

length b (in lattice units, the curve is theory data and the discrete points is nu- 

merical data). 
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where u 1 and u 2 are velocities on the first and second layer grid

near boundary. Physically, the linear slip model is given by Eq. (8) .

As we know, the Navier linear slip model is proved to be

applicable in many case [39,40] ( Fig. 2 ). This model is given by 

u s = b 
∂ u j 

∂ y j 
(8)

where u s is the slip velocity, u j and y j are the velocity and position

of j th layer grid, and b is the slip length, which can be obtained

by the test of rheometer. Then, the main work is to present the
elation between Eqs. (7) and (8) . Eq. (9) displays the sketch of

his linear model. 

To derive the relationship between Eqs. (5) and (6) , we present

n analysis on the internal flow of rheometer. Flow of the rheome-

er can be simplified as a Couette flow with a driven velocity U.

he distance between two plate is h . The velocity distribution

unction is shown as Eq. (9) . The velocity distribution function

hould satisfy two conditions. The first one is that the slip length

s constant. The second one is that the velocity is u 0 = k 0 U for

j = 0 and the velocity is u h = U for j = h . 

oslip : u j = 

y j 

h 

U 

Slip : u j = 

y j 

h 

(1 − k 0 ) U + k 0 U (9)

k 0 = 

1 

h 
b 

+ 1 

here k 0 is an intermediate parameter to simplify equations, and

 j is defined as: 

 j = ( j − 0 . 5) δx (10)

Based on the linear slip model of Eq. (8) , we can obtain the

elationship between the slip length and the slip velocity. With the

inear velocity gradient of Couette flow, Eq. (7) can be simplified

s: 

 2 = 

1 − 2 τ + 2 r(τ − 2) 

1 − 2 τ + 2 r(τ − 1) 
u 1 (11)

Put Eqs. (9) and (10) into Eq. (11) , we get the function of r ,

hich is related to relaxation factor and the slip length. 

 = 

1 

1 − 2 k 0 h 
δx (1 −k 0 )(1 −2 τ ) 

(12)

ut the expression of k 0 into Eq. (12) , the final form of the

quation is Eq. (13) 

 = 

1 

1 − 2 b 
δx (1 −2 τ ) 

(13)

The relationship between the slip length and the accommo-

ation coefficient is verified in Fig. 3 . The curve in the figure is

he theory data given by Eq. (13) , and the discrete points are the

umerical data. The good agreement of the theoretical data and

he numerical data indicates the accuracy of this method. Besides,
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Fig. 4. The display of the accommodation coefficient of the half-way method and 

the modified method. (i: the half-way method; ii: the modified method.) 
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Fig. 5. The computational domain of the 2-D Couette flow. 
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he slip length is also sensitive to r when r is smaller than 0.3.

hen the viscosity is larger, slip length increases with the same

ccommodation coefficient. Finally, with the same method, the

ccommodation coefficient r 1 for the modified method can be

otten based on Eq. (6) , as shown in Eq. (14) . 

 1 = 

1 

1 + 

b 
τ

(14) 

It should be noted that the boundary of the modified method

ocates at the first layer grid while the boundary of the half-way

ethod has a distance of 0.5 δx above the first layer grid. The

roposed schemes just provide a way to connect the numerical ac-

ommodation coefficient with slip length. The numerical stability

nd the accuracy of the proposed schemes are the same as former

orks [23,25] . Fig. 4 displays the relationship of the accommo-

ation coefficient, the relaxation factor and the slip length. In the

ollow section, these schemes are verified with 2-D Couette flow,

oiseuille flow, Water–Cu nanofluid flow, and Womersley flow. 

. Numerical results and discussion 

.1. Linear velocity gradient flows with slip boundary condition 

Two slip boundary conditions for liquid flow are introduced

n the above section. This subsection verified these schemes with

umerical experiment of a 2-D Couette flow. As shown in Fig. 5 .

he Couette flow is driven by the top plate with a constant ve-
ocity U = 0 . 09163 . The bottom plate is a stationary wall with slip

oundary. The inlet and outlet boundaries are periodic. Without

osing generality, τ = 0 . 6 is used here. NX and NY are the number

f meshes along the direction of x and y respectively. Fig. 6 shows

he results of the grid-independent validations for the two slip

oundary conditions, indicating that the calculated slip length is

ery close to the theoretical data with different meshes. The dif-

erence between the numerical results and the theoretical data can

e hardly observed, even when the meshes is as coarse as 10 × 10,

umerical results show little difference with theoretical data. This

s due to the linear velocity distribution of Couette flows. Both the

alf-way method and the modified method are applicable for liq-

id flows with linear velocity distribution. To avoid the influence

f meshes, we take 100 × 99(NX × NY) for the simulation in this

ubsection. The Reynolds number is equal to 272.1 here. 

Then, we also studied the influence of the gap between the up

nd bottom plates. Figs. 7 and 8 show the velocity distributions of

he Couette flows with the two slip boundary conditions for the

lip length b = 0.5 and b = 5.5, respectively. u is the velocity along

he direction of x. Although the slip velocities vary with the height

f the gaps, the slip lengths keep the same. This means the slip

ength is independent of the shear rate. This conclusion is consis-

ent with the result in previous works [37,41] . 

The influence of driven velocity was also discussed below. As

e know, the Mach number must be less than 0.3 for an incom-

ressible flow. We took five driven velocities to verify the stability

f the two slip boundary conditions with different Mach numbers.

s shown in Figs. 9 and 10 , numerical results indicate that the pro-

osed boundary conditions are reliable when Mach number is less

han 0.3. The slip length is constant regardless of the change of

he driven velocity. It can be concluded that the velocity gradients

ave little effect on boundary slip phenomenon. 

.2. Non-linear velocity gradient flows with slip boundary 

As discussed above, the proposed boundary conditions are

vailable for linear velocity gradient flows. In this part, we verified

he application of these two methods for flows with nonlinear

elocity gradient. Poiseuille flow is studied in this subsection. As

hown in Fig. 11 , the top plate and the bottom plate are walls with

lip boundary. The inlet and outlet boundaries are periodic. The

uid domain is driven with a constant body force, a . The velocity

istribution of Poiseuille flow is presented as follows. 

 j = 4 u max ·
y j 

h 

(
1 − y j 

h 

)
(15) 
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Fig. 6. Grid-independent validations of the 2-D Couette flow. b 0 is the physical slip 

length and b is the slip length by numerical methods. (i:the half-way methods; 

ii:the modified method.) 

Fig. 7. The velocity distributions with different gaps (gaps( h ) are 

50,100,150,200,250. o is the data with the half-way method and ∗ is the data 

with the modified method, b = 0.5). 

Fig. 8. The velocity distributions with different gaps (gaps( h ) are 

50,100,150,200,250. o is the data with the half-way method and ∗ is the data 

with the modified method, b = 5.5). 

Fig. 9. The velocity distributions with different driving velocities (driven velocities 

are 0.25 U , 0.5 U , 1.0 U , 1.5 U , 2.0 U. o is the data with the half-way method and ∗ is 

the data with the modified method, b = 0.5). 

Fig. 10. The velocity distributions with different driving velocities (driven velocities 

are 0.25 U , 0.5 U , 1.0 U , 1.5 U , 2.0 U. o is the data with the half-way method and ∗ is 

the data with the modified method, b = 5.5). 



K. Wang et al. / Computers and Fluids 161 (2018) 60–73 65 

Fig. 11. The computational domain of the 2-D Poiseuille flow. 
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Fig. 12. The error terms of the accommodation coefficient. 

Fig. 13. Grid-independent validations of the 2-D Poiseuille flow ( b 0 = 1 . 0 and τ = 

0 . 7 ). 
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u j = 4 u max ·
y j 

h 

(
1 − y j 

h 

)
+ u s 

 max = 

ah 

2 

8 ν
(16) 

here u max is the maximum velocity along the center line of the

hannel and h is the gap of the channel. With the definition of

eynolds number in Eq. (17) , the Reynolds number varies from

9.4 to 1058.8 for Poiseuille flow in this subsection. 

e = 

h · u max 

ν
(17) 

Clearly, we can see that the three main factors affecting the

ow field of the Poiseuille flow with slip boundary, are the slip

ength ( b ), the relaxation factor ( τ ), and the body force ( a ). For

-D Poiseuille flows, Eq. (15) is applied to replace Eq. (9) . With

he method in the above section, we can get accommodation

oefficient of the half-way method and the modified method for

-D Poiseuille flows, which is expressed as follows. 

For the half-way method: 

r = 

1 

1 + 

b+( 1 4 − 2 
3 (τ−0 . 5) 2 )	

τ−0 . 5 

 error = 

(
1 

4 

− 2 

3 

(τ − 0 . 5) 2 
)
	 (18) 

For the modified method: 

r 1 = 

1 

1 + 

b− 1 
6 (8 τ 2 −2 τ−1)	

τ

 error = 

1 

6 

(8 τ 2 − 2 τ − 1)	 (19) 

here 	 = δx /NY is related to the number of meshes. Compared

ith Eqs. (13) and (14) , an error term, b error , is added in above

quations, which is associated with meshes and the relaxation

actor. Fig. 12 shows the error curves of the accommodation co-

fficients for the half-way and the modified method. The absolute

alue of the error term of the modified method increases as the

ncrease of the relaxation factor. As to the half-way method, when

he relaxation factor is smaller than 1.11, the absolute value of

he error term decreases as the increase of the relaxation factor,

n contrary to the situation when the relaxation factor is bigger

han 1.11. When the relaxation factor is less than 0.68, the error

f the modified method is smaller than that of the half-way

ethod. Otherwise, the error of the modified method is larger. In

ractice, the relaxation factor is usually smaller than 2.0. If the
esh of the channel is fine enough, the error term is ignorable.

hus, Eqs. (18) and (19) are simplified to Eqs. (13) and (14) , which

an be applied to non-linear velocity gradient flows. As shown

n Fig. 13 , NY = 98 is fine enough for the following simulations.

n simulations, meshes are 100 × 98, where 	 is about 0.01. So

he error for slip length is less than 0.0108 with the applying of

qs. (18) and (19) . 

Figs. 14 and 15 display the horizontal velocity profiles of the

oiseuille flow with different slip length ( b ), relaxation factor ( τ ),

nd body force ( a ), for the half-way and the modified method re-

pectively. In these figures, the slip length is set to be 0, 1.0, 3.0

n lattice units. Fig. 16 is the comparison of the halfway method

ith the modified method with large slip length. The points are

he numerical results where the dash lines are the theoretical data

f Eq. (15) . It is clear that the numerical results agree well with

he theoretical solution. At point y i , velocity of flows with slip is

arger than that without slip with the same relaxation factor and

he body force, and the difference of velocity between slip model

nd no-slip model is constant at any point, which agrees with the

heoretical solution. When the relaxation factor or the body force

hanges, u s changes correspondingly. But the slip length is still

qual to the setting data. If the relaxation factor becomes larger,

 s becomes larger which is consistent with the linear slip model. 
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Fig. 14. Horizontal velocity profiles of the Poiseuille flow with slip boundary. The 

points are the numerical data with the half-way slip boundary while the dash lines 

are the theory data. (The slip lengths are respectively 0(i), 1.0(ii), 3.0(iii).) 

 

 

 

 

 

 

 

 

Fig. 15. Horizontal velocity profiles of the Poiseuille flow with slip boundary. The 

points are the numerical data with the modified slip boundary while the dash lines 

are the theory data. (The slip lengths are respectively 0(i), 1.0(ii), 3.0(iii).) 
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In addition, with the increment of the slip length, velocity dis-

tributions are almost the same except that the velocities on the

boundary become larger. Large driven force and small viscosity re-

sult in large velocity. The velocity distribution of the channel with

the conditions τ = 0 . 7(ν = 0 . 0 6 6 6 67) , a = 1 e − 5 and τ = 0 . 9(ν =
0 . 133333) , a = 2 e − 5 are extremely consistent with Eq. (15) . This

consistency indicates the accuracy of the slip boundary conditions

proposed in this study. The question remains on why the boundary
ondition based on the linear velocity distribution can be applied

o the non-linear flow. 

We can give a brief analysis. The linear velocity gradient

ypothesis is only applied in the first and the second layer grid.

he calculation of real slip length requires the slope of velocity

istribution at the first layer grid. If the grid is fine enough, the

lope is nearly equal to the difference of velocity of the first and

he second layer grid. For more complex flows, these slip boundary
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Fig. 16. Horizontal velocity profiles of the Poiseuille flow with large slip length 

( b = 5.0). The points are the numerical data with the modified slip boundary while 

the dash lines are the theory data (i:Half-way method; ii:Modified method). 
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Fig. 17. The relative error of velocity distributions of the Poiseuille flow with the 

half-way method. 

Fig. 18. The relative error of velocity distributions of the Poiseuille flow with the 

modified method. 
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onditions are still applicable as long as the grid is fine enough. It

hould be noted that these two methods will result in loss of accu-

acy when applied to flows with non-linear velocity gradient. We

ake Eq. (20) to measure the accuracy of the proposed methods. 

2 = 

∑ NY 
j=0 (u j − u t ) 2 

NY 
(20) 

here u j is the velocity of the numerical data, and u t is the veloc-

ty of the theoretical data at the same point. As shown in Figs. 17

nd 18 , both two methods are very accurate for the Poiseuille

ow. These relative errors for the Poiseuille flow are larger than

he Couette flow. The calculation of the slip length requires the

nformation of the velocity gradient on the boundary. Second

rder linear interpolation is applied to calculate the slip velocity

nd the velocity gradient. 

For the half-way method: 

u s = u 0 . 5 = 

15 

8 

u 1 − 5 

4 

u 2 + 

3 

8 

u 3 

∂u j 

∂y j 
| y i =0 . 5 = −2 u 1 + 3 u 2 − u 3 (21) 
For the modified method: 

u s = u 1 

∂u j 

∂y j 
| y i =1 = −3 

2 

u 1 + 2 u 2 − 1 

2 

u 3 (22) 

For the half-way method, we do not have the information of

elocities on the boundary. So we use extrapolation method to get

he velocity gradient on the boundary with the half-way method,

hich is shown in Eq. (21) . For the modified method, velocities

n the boundary are known. So, interpolation method is used to

alculate the slip length with velocity distribution, which is shown

n Eq. (22) . Therefore the modified method is more appropriate for

ows with higher accuracy requirement on the slip length and the

oundary velocity gradient. 

.3. Applying to water–Cu nanofluid flow 

Laminar forced convection of nanofluids in a microchannel

s a classic case attracting lots of attention. With slip velocity

n the channel walls, the velocity profile has much difference

ith the nonslip one. Karimipour [10–12] focuses on the mass
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Fig. 19. The computational domain of the water–Cu nanofluid flow. 
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Fig. 20. Comparison of the normalized fully developed velocity profiles with Karim- 

ipour [12] , Hooman [42] , and Zhang [43] . 

Fig. 21. Horizontal dimensionless velocity profiles along the microchannel with 

B = 0.005 for ϕ = 0 (i) and ϕ = 0 . 04 (ii). Points are the data by Karimipour [12] . 
transportation of water–Cu nanofluid flows in a microchannel

with slip boundary. They used an approximate method to get the

accommodation coefficients. This subsection tried to simulate the

water–Cu nanofluid flow with accurate accommodation coefficients

provided by the proposed methods in current study. We analyzed

the velocity field of flows with slip boundary. As shown in Fig. 19 ,

the top plate and the bottom plate are walls with slip bound-

ary. The inlet is velocity boundary with U and the outlet is out

flow boundary condition. Water–Cu nanofluid is a homogeneous

mixture of water and Cu nanoparticles, with an effective density

obtained by: 

ρmix = (1 − ϕ) ρwater + ϕρCu 

ρwater = 997 . 1 kg / m 

3 ;ρCu = 8954 kg / m 

3 (23)

where ϕ is the nanoparticle volume fraction. The effective dynamic

viscosity is expressed by [44] : 

μmix = μwater / (1 − ϕ) 2 . 25 

μwater = 8 . 91 × 10 

−4 Pa · s (24)

The parameters of this simulation are dimensionless, which is

assigned as: 

 = u/u in 

B = b/h 

Y = y i /h (25)

A lattice of 800 × 40 nodes is applied , which is the same as

Karimipour [12] . Re is 0.01. The inlet is a uniform velocity, u in ,

while the outflow is free flow. L is the length of the channel. The

modified slip boundary was used at upper and bottom walls. The

numerical accommodation coefficient was calculated by Eq. (14) .

Simulations were performed with nanoparticle volume fractions

( ϕ) from 0 to 0.04 and slip length ( B ) from 0.005 to 0.02. Fig. 20

shows the comparison of the normalized fully developed velocity

profiles with many researchers for B = 0 . 00 and B = 0 . 05 . This case

is used for the validation with pure water, ϕ = 0 . When B = 0 . 00 ,

present data agrees well with simulations by Karimipour [12] ,

Hooman [42] . This is because that slip boundary with B = 0 . 00

is equal to non slip boundary, and the numerical accommodation

coefficient is 1. When B = 0 . 05 , the non-dimensional slip length

calculated with numerical velocity profiles in present work is

0.05008, which agrees better with the setting data than the sim-

ulations by Karimipour [12] , Hooman [42] , and Zhang [43] . This

is because the accommodation coefficients of other methods are

chosen approximatively. 
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Table 1 

Slip length for water–Cu nanofluid flows 

( ϕ = 0 . 04 ). 

B Karimipour [12] Present 

0.005 0.00870 0.00505 

0.01 0.0132 0.01005 

0.02 0.0245 0.02005 
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Fig. 22. Horizontal dimensionless velocity profiles along the microchannel with 

B = 0.01(i) and B = 0.02(ii) for ϕ = 0 . 04 . Points are the data by Karimipour [12] . 

Fig. 23. Relative error of the velocity distributions for the Womersley flow with 

non-slip boundary ( Re = 100; Wo = 4). 
Fig. 21 shows the horizontal dimensionless velocity profiles

long the microchannel with B = 0 . 005 for ϕ = 0 and ϕ = 0 . 04 .

 = 0 . 02 L and x = 0 . 04 L are the short entrance length near the in-

et. Velocity profile is fully developed soon after the entrance, at

 = 0 . 08 L and x = 0 . 16 L . It can be obtained that the Cu particles

olume fraction makes little difference to velocity profile. The the-

retical analysis verifies this conclusion which is shown as follows.

he conservation of mass for an incompressible viscous flow can

e expressed by: 
 1 

0 

U X= X 0 d Y = 

∫ 1 

0 

U in d Y (26) 

With Eqs. (8) , (15) , and (26) , we can calculate the slip velocity

f this case. When flows are fully developed, with U s = u s /u in and

 c = u c /u in , the non-dimensional form of slip velocity is 

2 

3 

U c + U s = 1 (27) 

 s = 4 BU c (28) 

With this equation, the slip velocity has nothing to do with

he particles volume fraction. If B = 0 . 005 , the slip velocity is

.029126. The slip velocity in simulation is 0.029572 for ϕ = 0

nd 0.029516 for ϕ = 0 . 04 , which shows good agreements with

nalyzed data. The effect of the slip length B is also examined.

ig. 22 shows the horizontal dimensionless velocity profiles U

long the microchannel with ϕ = 0 . 04 for B = 0 . 01 and B = 0 . 02 .

t can be obtained that larger B results in larger slip velocity. 

The slip length in Table 1 is calculated by the velocity dis-

ribution where x = 0 . 16 L . As discussed in the above subsection

 Eq. (19) ), the error of the slip length with the modified method

s only related to the mesh and the relaxation factor, not the slip

ength, which can be verified by the present data. How to choose

ccommodation coefficient is the main factor affecting simulation

esults. From Table 1 , we can conclude that present data is more

ccurate than the data by Karimipour [12] . Present slip boundary

s suitable for non-linear velocity gradient flows with fine enough

eshes. 

.4. Applying to unsteady flow: 2-D Womersley flow 

The proposed schemes rely on the theoretical solution of the

lip velocity in different flow configurations, which shows good

greement with the previous researches and the theoretical data

n the above subsections. Simulation of more complex liquid

ow with high Reynolds number can verify the generality of the

roposed slip boundary condition. Thus, a two-dimensional Wom-

rsley flow (pulsatile flow in two-dimensional channel) [45,46] is

mployed. The geometric configuration of the Womersley flow is

dentical to that of the Poiseuille flow, while the flow is driven by

 periodic pressure gradient instead of a constant one. 

∂P 

∂x 
= Real[ ae iωt ] (29) 

here a is the amplitude, ω is the frequency, t is the variable of

ime, i is the symbol of imaginary number. Real means the real
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Fig. 24. Horizontal velocity profiles along the channel of the Womersley flow with 

different Womersley numbers. The Reynolds number is constantly equal to 100 

(i: Wo = 2.0; ii: Wo = 4.0. o is the numerical data with the half-way method; ∗ is 

the numerical data with the modified method; lines are the theoretical data). 
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Fig. 25. Horizontal velocity profiles along the channel of the Womersley flow with 

different Womersley numbers. The Reynolds number is constantly equal to 100 

(i: Wo = 6.0; ii: Wo = 10.0. o is the numerical data with the half-way method; ∗

is the numerical data with the modified method; lines are the theoretical data). 
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part, and ∂ P / ∂ x is the periodic pressure gradient. In simulations,

the periodic pressure gradient can be treat as a periodic body

force. The frequency can be expressed as ω = 2 π/T . T is the

period of the driving pressure. The solution of the Navier–Stokes

equation with non-slip boundary is [45,46] : 

u j = Real 

[
i 

a 

ω 

(
1 − cos (λ(2 Y − 1)) 

cos (λ) 

)
e iωt 

]
(30)

where Y is the dimensionless distance of the channel, defined as

 = y j /h, and λ is given in terms of the Womersley number, W o ,

which is defined as: 

λ2 = −iW 

2 
0 , W 

2 
0 = 

ωh 

2 

4 υ
(31)

With the slip boundary of Eq. (8) , the analytical solution for the

velocity in this case is given by: 

u j = Real 

[
i 

a 

ω 

(
1 − cos (λ(2 Y − 1)) 

cos (λ) − 2 Bλ sin (λ) 

)
e iωt 

]
(32)
t first, we took the non-slip Womersley flow to study grid in-

ependence with constant Reynolds number, 100, and Womersley

umber, 4.0. The definition of Reynolds number is the same as

q. (17) in Section 3.2 . In this subsection, the kinematic viscosity

s equal to 0.001. 

Eq. (20) was taken to calculate the error between the numerical

nd the theory data. With periodicity of flows, average error at

ime T, T /8, T /4, 3 T /8 can represent the error of the total period.

en periods are calculated to ensure stability. The data of the 10th

eriod is presented here. As shown in Fig. 23 , the error of the

elocity distributions decrease as the number of grids increases.

hen the mesh is larger than 100 × 100, the error can be ignor-

ble. Therefore the following numerical experiments were studied

ith meshes of 100 × 100. To verify the generality of the proposed

lip boundary condition, the Womersley flow is studied with

arious Womersley numbers. The Reynolds number in these cases

s constantly 100. Half of the computational domain is presented

n figures because of the symmetry of the velocity distributions
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Fig. 26. Horizontal velocity profiles along the channel with B = 0 and B = 0.05 of 

the Womersley flow with different Reynolds numbers (i: Re = 10 0 0; ii: Re = 10,0 0 0. 

o is the numerical data with the half-way method; ∗ is the numerical data with the 

modified method; lines are the theoretical data). 
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Fig. 27. Time domain of velocity at different position in the channel of Womersley 

flow with B = 0 and B = 0.05 (i: Re = 10 0 0; ii: Re = 10,0 0 0. o is numerical data with 

half-way method; ∗ is numerical data with modified method; lines are theoretical 

data). 
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long the y direction. In Figs. 24 and 25 , the numerical data is

onsistent with the theoretical data. Both the half-way method

nd the modified method have the same accuracy in simulating

he Womersley flow. When the slip length is equal to zero, the

elocity on the boundary is zero at any time T. The velocity on

he boundary changes along time where there exists a slip length.

or flows with W o = 6 . 0 and W o = 10 . 0 in Fig. 25 , the velocity

istribution near the boundary is strong nonlinear. The good

greement of the numerical and the theoretical data in this case

ndicates the generality of the proposed slip boundary conditions. 

Then, simulations of the Womersley flow with different

eynolds numbers are implemented to verify the application of the

roposed slip boundary conditions on high speed flows. For LBGK

ethod, the Mach number must be less than 0.3, which is defined

s Ma = u/c s . With this limitation, two cases with Re = 10 0 0 and

e = 10 , 0 0 0 are experimented, as shown in Fig. 26 . The Womers-

ey number is equal to 2.0. Compared with the flow with Re = 100

n Fig. 24 , the speed has little effect on the accuracy of the pro-

osed slip boundary conditions. 
For Womersley flow, the slip boundary has little effects on the

ow at the center of the channel while it significantly affects the

ow near the boundary. In Fig. 27 , the time domain of velocity

s slightly different between numerical data with and without slip

oundary at the position Y = 0.5 while it is extremely different

t the position Y = 0. The slip velocity on the boundary is associ-

ted with the velocity gradient with Eq. (8) . For unsteady flow, slip

elocity changes with time. 

In this subsection, 2-D Womersley flows were applied to

tudy the generality of the proposed slip boundary condition. we

an conclude from the above discussions that the proposed slip

oundary conditions are applicable for non-linear flows. 

In above subsections, the proposed schemes are verified to

e applicable for laminar liquid flow with slip boundary. These

chemes remains to be verified for turbulence flow. There are two

ifficulties to apply these method to turbulent flows. The first one

s the large amount of calculation. The second one is that the

ypothesis of the linear slip model may break down for turbulent

ows. Extending the slip boundary conditions to turbulent flows

ill be our further work. 
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4. Conclusion 

In this paper, two slip boundary conditions, the half-way

method and the modified method, have been discussed to sim-

ulate liquid flows with slip boundary. Based on the hypothesis

of the Navier linear slip model, the accommodation coefficients

are firstly developed by theoretical derivation for liquid flows.

With the analysis of the numerical data for 2-D Couette flows and

Poiseuille flows, we can conclude that the proposed schemes are

particularly suitable for liquid flows with linear and non-linear

velocity gradient. The numerical results with these boundary

conditions are almost identical to the theoretical solutions. More-

over, the applying of the present work to water–Cu flows shows

advantages compared with the former researches. The proposed

methods are more accurate than the approximately choosing

accommodation coefficients in former works. Finally, simulations

of 2-D Womersley flows can verify the generality of the proposed

slip boundary conditions. For flows with nonlinear velocity dis-

tributions, the error of the modified method is less than that of

the half-way method when the relaxation factor is less than 0.68.

Otherwise, the error of the modified method is larger. However,

the precise slip velocity on the boundary is provided with the

modified method while the extrapolation method is taken to

calculate the slip velocity with the half-way method. If the focus

is the center field of flow, the half-way method is better in many

cases. If the focus is the field near the boundary, the modified

method is more suitable. Based on the existing data, we can

predict that these schemes are valid for turbulent flows as long

as the Navier linear slip model is available. Our further work is to

extend the slip boundary conditions to turbulent flows. 
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